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Abstract

A neural surrogate is a neural network that mim-
ics the behavior of a program. Neural surrogates
of programs have been used to automatically
tune program inputs, adapt programs to new
settings, and accelerate computations. Neural
surrogates have traditionally been developed by
training on input-output examples for a single
program. Language models present another
approach wherein a model is trained on a single,
large dataset then directly consumes program
text, to act as a neural surrogate of the program.
Having the language model as both the neural
surrogate generator and the neural surrogate,
however, poses a tradeoff of limited accuracy
or excessive resource consumption. We present
neural surrogate compilation, a technique
for producing neural surrogates directly from
program text without coupling neural surrogate
generation and execution. We implement neural
surrogate compilers using hypernetworks trained
on a dataset of C programs and find they produce
neural surrogates that are 2.56-5.51x as data-
efficient and train in 1.52-3.34x fewer epochs
than neural surrogates trained from scratch.

1. Introduction

A neural surrogate is a neural network that models a
subset of the observable behavior of a program (Renda
et al., 2021). Neural surrogates of programs have been
used to automatically configure image signal processing
units and CPU simulators (Tseng et al., 2019; Renda et al.,
2020), improve the accuracy of manufacturing and physics
simulations (Tercan et al., 2018; Kustowski et al., 2020),
accelerate the computer architecture design process (Ipek
et al.,, 2006), and accelerate computations in signal
processing, robotics, 3D games, compression, machine

learning, and image processing (Esmaeilzadeh et al., 2012).
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Neural Surrogate Training. The research community
has developed a variety of techniques to train neural surro-
gates. The traditional approach is to train a neural surrogate
for a single program by collecting and curating a dataset of
input-output pairs and training a neural network to predict
the program output given the input (Renda et al., 2021).

Another point in the spectrum is to amortize the cost of
training neural surrogates by training a language model
to directly consume the text of a program and predict the
program’s output for a given input (Zaremba & Sutskever,
2015; Nye et al., 2021; Gu et al., 2024). A key benefit of
this approach when compared to the traditional approach is
that creating this dataset need only be done once, thereby en-
abling the creation of a neural surrogate for a given program
without the need to curate a dataset of program-specific,
input-output pairs as is required by the traditional approach.

However, these language model based approaches neces-
sarily use the same model to process the program text as is
used to predict the program output, and accurate prediction
may require multiple forward passes (e.g., chain-of-thought
reasoning) (Nye et al., 2021; Wei et al., 2022). These
limitations pose challenges for successfully using such a
model as a neural surrogate, as small models may not be
able to capture complex programs (Zaremba & Sutskever,
2015) while large models (OpenAl et al., 2023) may not
be able to execute in the resource-constrained environments
where neural surrogates have been used (Esmaeilzadeh
et al., 2012; Mendis, 2020; Munk et al., 2022).

Our Approach: Neural Surrogate Compilation. To
maintain the benefits of language model based approaches
while bypassing the above limitations, we propose neural
surrogate compilation. A neural surrogate compiler is a sys-
tem, specialized to a given neural surrogate architecture, that
accepts program text as input and produces an initial neural
surrogate of the program. This initial neural surrogate can
vary in behavioral quality, ranging from closely matching
the behavior of the input program to only approximating the
behavior of the program on a few inputs. We demonstrate
in this work that this initial neural surrogate can be more
quickly finetuned — as measured in both sample complexity
and training time — to closely mimic the behavior of the
program when compared to the traditional approach of
training a neural surrogate from a random initialization.
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Contributions. To implement a neural surrogate com-
piler, we adapt the BERT architecture (Turc et al., 2019) into
a hypernetwork. A hypernetwork is a neural network that
produces the parameters of another neural network (Ha et al.,
2017). We name the resulting architecture HYBERTNET.

To train HYBERTNETs, we develop EXESTACK, a
dataset of executable C programs collected from The
Stack (Kocetkov et al., 2022), a large corpus of source
code. We then evaluate neural surrogates initialized via
HYBERTNET on EXESTACK and PARROTBENCHSHORT,
the latter being a set of benchmarks from prior work in
approximate computing (Esmaeilzadeh et al., 2012).

Our technique produces neural surrogates that achieve
2.56-5.51 x lower error than neural surrogates trained from
scratch, with the same amount of data, and achieve a target
error with 1.52-3.34 x fewer epochs than neural surrogates
trained from scratch.

2. Neural Surrogate Compilation

A neural surrogate is a neural network that models a subset
of the observable behavior of a program. The typical
strategy to train a neural surrogate is through supervised
learning of a neural network with curated dataset of
input-output pairs of the program (Renda et al., 2021).

2.1. The Neural Surrogate Training Problem

We first formalize the problem of training a neural surrogate.
We assume we are given a program text p : P that denotes
a function [p] : Z, — O,,! where Z, is the type of values
p accepts as input and O, is the type of values p produces
as output. We also assume a target neural surrogate
architecture description a : A, where A = R% — I, — Op
is the space of neural network architectures, which takes a
set of parameters 6 : R? and produces a surrogate function
from Z,, to O,. The goal is to find a set of parameters
6 : R such that the neural surrogate f : Z, — O,, defined
by f(i) = a(6)(i) has low approximation error:

Vi: T, f(i) ~ [p](0)

To measure the quality of a surrogate we use a loss function
0: 0, x 0, — RZ that measures the difference between
the output of the program and the output of the surrogate.
We measure the expected loss over a distribution of inputs:

Eivz, [6(f(2), [P](9))]

A challenge in training neural surrogates is that the error
of a surrogate depends on the budget dedicated to collect-
ing training data (input-output pairs of the program) and

"[1: P — (T, — O,) is notation used in programming
language theory to refer to the function a program implements.
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the number of epochs used to train the surrogate. We
formalize these costs by defining a training procedure
t, : P x RZ x NZ — R for a given surrogate architecture
a as a random function that takes program text p, a training
data budget b : RZ, and training time budget n : R= and
produces a set of parameters 6 : R¢ for the surrogate.

We then define the efficient surrogate training problem
as, for a given program p, architecture a, sample budget
b, training time budget n, and loss function ¢, finding a
training procedure ¢, that minimizes the expected loss of
the resulting surrogate:

argtmin Egrt, (p.bm) [Einz, [(a(0) (i), [P](i))]]

The standard approach to training a neural surrogate is
to randomly initialize the parameters of the surrogate
and then use a gradient-based optimization algorithm to
minimize the loss against a dataset of input-output pairs of
the program (Renda et al., 2021).

2.2. Neural Surrogate Compilation

A neural surrogate compiler is a system that, given the
source code of a program, produces a neural surrogate
of the program, with the neural surrogate architecture
fixed in advance. We use neural surrogate compilers as
better solutions to the efficient surrogate training problem
than traditional neural surrogate development, as they can
produce an initialization for a neural surrogate that requires
less data and fewer epochs to converge to a target error than
random initialization.

Figure 1 illustrates how a neural surrogate compiler
augments the traditional neural surrogate development
workflow. In a traditional neural surrogate development
workflow, one collects training data (), trains the neural
surrogate until its error meets the desired threshold (@),
and then uses it in place of the original program (@).
Neural surrogate compilation (@) introduces a new, initial
step in the neural surrogate compliation workflow in which
a neural surrogate compiler maps the program text to a
neural network initialization for use in the the training of
the neural surrogate.

The Neural Surrogate Compiler Problem. We formal-
ize the development of a neural surrogate compiler as an
optimization problem. The goal is to implement a system
¢oa € P — R? that accepts program text p and produces
neural network parameters 6 for architecture description
a such that the surrogate f = a(¢,(p)) needs as little data
as possible to reach low approximation error. We use the
approximation error of the surrogate with no training as
a proxy for the approximation error of the surrogate with

additional training. The optimization problem is then:

argmin B, p[Eiz, [((a(¢a(p)) (i), [P](9))]]
$a EP—R

3. HYBERTNET

A HYBERTNET is an implementation of a neural surrogate
compiler using hypernetworks. We first explain the
architecture, then we explain how to train it.

3.1. Architecture
Figure 2 presents the architecture of a HYBERTNET.

A HYBERTNET accepts program text as input and
produces parameters for a neural surrogate architecture
a:R?Y — T — O that is fixed in advance. A consequence
of this design is that, to apply a given HYBERTNET
to arbitrary programs, one requires a methodology for
interpreting programs with potentially different type
signatures as functions from Z to O.

@ First, HYBERTNET tokenizes an input program (),

resulting in a sequence of tokens () that includes a dis-
tinguished classification token [CLS], as is common in
BERT-based architectures.

HYBERTNET then uses a BERT encoder (Devlin et al.,
2019) to embed the sequence of tokens, resulting in an em-
bedding per token. The output of this step is the embedding
of the classification token (); HYBERTNET discards the
embeddings of the other tokens.

@ Next, HYBERTNET uses a linear layer to map the clas-
sification token embedding to a neural surrogate parameter
vector ().

@ Then, HYBERTNET interprets the vector of neural
surrogate parameters as the weights and biases of a given
neural surrogate architecture. The output of this step is a
neural surrogate of the input program.

@ Finally, HYBERTNET executes the neural surrogate
with the interpreted parameters on a program input () to
produce a prediction of the program output (@).

3.2. Training

Training a HYBERTNET requires a dataset of programs
and input-output pairs for each program. Note that this
dataset is not considered as part of the budget in the efficient
surrogate training problem, since it is amortized over all
programs the HYBERTNET is used to compile.

We detail our collection of such a dataset, EXESTACK, in
Section 4. Since we would like to evaluate the generalization
capabilities on both unseen programs and/or unseen program
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inputs, we do not use a simple train/test split; we use a train-
program/test-program split and a train-input/test-input split.

With such a dataset in hand, a batch of the forward pass of
training proceeds by selecting a batch of programs and input-
output pairs for those programs, generating neural surrogate
parameters for each program, then executing the correspond-
ing neural surrogate with the corresponding inputs.

During the forward pass, this neural network interprets
the parameters according to the target neural surrogate
architecture and processes the inputs using these parameters.
The loss is calculated as the mean squared error between the
neural surrogates’ predicted outputs and the true outputs.

Backpropagation proceeds as usual, except that one does not
update the parameters of the neural surrogates, since each
generated neural surrogate is ephemeral. Instead, backprop-
gation only updates the parameters of the HYBERTNET.
Appendix B presents additional training details.

4. EXESTACK

Learning a neural surogate compiler requires a dataset of
programs and input-output examples describing the behav-
ior of each program (see Section 3.2). To fill this need, we
developed EXESTACK, a dataset of numerical, executable,
deterministic C programs and corresponding input-output
examples. EXESTACK is based on The Stack, a dataset of 3
TB of permissively licensed source code written in various
programming languages scraped from GitHub (Kocetkov
et al., 2022). The following filters produce a dataset of
numerical, executable, deterministic C programs, along
with a set of input-output examples for each program.

Preprocessing. We pull the functions in EXESTACK from
files that may contain preprocessor directives, which may af-
fect the ability for these functions to be executed in isolation,
if left unexpanded. We run the C preprocessor on source
files until no more lines begin with “#”, we have run it 2
times, or an invocation fails. Once one of these conditions
is met, we pass the file to the next filter in the pipeline.

Deduplication. We use a whitespace-invariant tokenizer
to remove duplicate tokenized programs.

Filtering for Pointer-Free Numeric Functions. To filter
for numeric functions in C programs, we only include C
functions that use exclusively float and double data
types in the function signature. Due to the possiblity of
dynamically sized inputs in the presence of pointers and
the ambiguity of whether a pointer represents an input or
output, we do not allow pointer types. Consequently, we
also do not allow void as an output type. If checking a
file for the above conditions takes longer than 8 seconds,
we discard it. Note that these filters still allow integral and

pointer data types to be used within the function.

Filtering for Executable Functions and Collecting
Outputs. To simultaneously check for executability and
collect outputs from a function, we first generate 2048
sets of inputs by sampling from the uniform distribution
U(—1,1) and use the same sets of inputs for all programs.
We embed these inputs in a C program that includes
the function source, as well as an execution harness for
collecting outputs. The harness is compiled with the C
standard math library included, since many numerical
functions in C make use of this library. If there are any
errors during compilation or execution of a function,
we discard the function. We provide an example of the
execution harness instantiated for a function in Appendix A.

To target a fixed neural surrogate architecture, a method-
ology is required for interpreting functions of varying
type signatures as a single, fixed type signature. For a
neural surrogate architecture with m inputs and n outputs,
we distinguish the first m arguments of a function as the
input for the neural surrogate, and we initialize all other
arguments to the constant 1.0. When a function has more
than n outputs, we only collect the first n outputs. When
a function has fewer than n outputs, we pad the function
outputs with the constant 0.0.

Filtering for Deterministic Functions. Since a neural
surrogate is often a deterministic function of its inputs
and weights, we filter nondeterministic functions from our
dataset. We check for determinism by running a function
5 times on the same inputs, all sampled from ¢/(—1, 1), and
observing whether the output differs on any execution.

5. Evaluation

We answer the following research questions.

RQ 1: On average, does a neural surrogate initialized by
a HYBERTNET converge to a lower test error than a neural
surrogate initialized randomly, for a fixed training set size?

RQ 2: On average, does a neural surrogate initialized by
a HYBERTNET converge to a target test error in fewer
epochs than a neural surrogate initialized randomly?

Our results demonstrate that HYBERTNETs lead to
improvements in data efficiency (Section 5.2) and training
time (Section 5.3).

5.1. Methodology

To develop and evaluate HYBERTNETs, we choose a
BERT architecture and a neural surrogate architecture,
produce datasets HYBERTNETs can be trained and
evaluated on, and introduce a baseline initialization method
to compare against.
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Benchmark  Description Train Inputs Test Inputs #Inputs  #Outputs
fft Radix-2 Cooley-Tukey 32,768 random floating point 2,048 random float- 1 2
fast Fourier transform numbers ing point numbers
invk2j Inverse kinematics for 10,000 random (x, y) 10,000random (x,y) 2 2
2-joint arm coordinates coordinates
kmeans K-means clustering 50,000 random (r, g, b) values ~ 220x200 color image 6 1
sobel Sobel edge detector One 512x512 color image 220x200 colorimage 9 1

Table 1: The programs from PARROTBENCH we include in PARROTBENCHSHORT (Esmaeilzadeh et al., 2012).

5.1.1. HYBERTNET ARCHITECTURE

As our base BERT architecture, we use BERT-Tiny (Turc
et al., 2019).

We adopt one of the neural surrogate architectures used
for the Parrot transformation by Esmaeilzadeh et al. (2012).
This neural surrogate architecture is a multilayer perceptron
consisting of a single input, a hidden layer of 4 neurons,
another hidden layer of 4 neurons, and 2 outputs. The
activation function is sigmoid.

5.1.2. DATASETS

We train HYBERTNETS on programs from EXESTACK
variant. We test the effectiveness of HYBERTNETSs
on test programs from bothEXESTACK and PARROT-
BENCHSHORT, a subset of the suite of benchmarks
introduced by Esmaeilzadeh et al. (2012) (Table 1).

EXESTACK For HYBERTNETs We applied additional
filters to EXESTACK to produce a variant that is compatible
with HYBERTNETs.

* Filtering Long Programs. Since BERT-Tiny has a max-
imum context length of 512 tokens, we remove functions
with more than 512 tokens. We strip comments from all
programs to allow more programs to fit within the context.

* Filtering Large Outputs. Large or NaN outputs can
lead to training instability for neural networks, so we
additionally remove functions with any outputs with an
absolute magnitude of 10 or larger or a NaN value.

In total, we are left with 23,064 programs in this EXESTACK
variant, each with 2048 input-output examples.

From the full set of programs, we created a train set and test
set. The train set consists of 80% of the full set of programs
and uses 50% of the input-output examples of each program.
The test set consists of 1,000 programs selected uniformly
at random from the 20% of programs that we withheld from
the train set. We use all of 1,024 intput-output examples
of each program to form the test set. We do not use the
remainder the withheld programs due to the extensive cost
of our evaluation methodology for programs in the test set.

Parrot Benchmarks. We refer to the original benchmark
suite of Esmaeilzadeh et al. as PARROTBENCH. Table 1
shows the programs we include in PARROTBENCHSHORT,
including descriptions of the computations and datasets.

Due to methodological choices in EXESTACK and ar-
chitectural choices for HYBERTNETs, we omit some
PARROTBENCH benchmarks from PARROTBENCHSHORT
and modify others. The benchmarks jmeint and jpeg
in PARROTBENCH are significantly longer than the context
length of a BERT-Tiny (512 tokens), so we do not include
them in our evaluation.

HYBERTNETs do not apply directly to £ft and invk?2 j.
Both benchmarks use pointer arguments to store the
two outputs of the function. To make these functions
pointer-free and thus compatible with our HYBERTNETs,
we split each into two functions, each function computing
one component of the outputs. Additionally, the sobel
benchmark uses pointer inputs, so we rewrite it to only use
scalar inputs. Finally, the kmeans benchmark uses custom
structs to pass arguments, so we rewrite the benchmark
to desugar these structs into their scalar components. The
modified code for each benchmark is listed in Appendix C.

5.1.3. DATASET-TAILORED INITIALIZATION

As a program-text-agnostic baseline, we develop dataset-
tailored neural surrogate initializations (DTI). That is,
we train a single neural surrogate on all input-output
examples of EXESTACK, ignoring program text. We use the
resulting neural surrogate as an initialization for finetuning.
If that initialization performs worse than HYBERTNET
initializations, then we gain confidence hypernetworks were
useful in developing an effective neural surrogate compiler,
rather than just learning a dataset-tailored initialization.

To produce dataset-tailored neural surrogate initializations,
we train a single neural surrogate—using the same neural
surrogate architecture as the HYBERTNETs in this
evaluation—on all input-output examples from training
programs and training inputs in EXESTACK. We train the
neural surrogate for 1,200 epochs, with a learning rate
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Dataset Size  Dataset-Tailored Init HyBERTNet
0% 2.71x 33.17x
0.1% 0.35% 5.71x

1% 0.01x 1.37x

10% 0.07x 4.31x

100% 0.08x 4.55%

Statistic  Dataset-Tailored Init HyBERTNet
GM 0.14x 5.51x

Oth 1.53-1079x 3.58-107"x
25th 0.02x 1.05x

50th 0.25x 5.78x

75th 2.18x 33.15x%
100th 1.80 - 103 x 8.56 - 10%x
MPI 66th 25th

Figure 3: Geometric mean test-input loss improvement over random initialization on EXESTACK test programs, grouped
by dataset sizes (left), as well as test-input loss improvements over all programs and dataset sizes (right). The table on
the right reports overall geometric mean improvements, percentiles from Oth to 100th, and the minimum percentile at which

an initialization method improves over random initialization.

of 0.01. We perform 3 trials with varying random seeds,
producing 3 dataset-tailored surrogate initializations.

5.1.4. QUANTIFYING IMPROVEMENTS

We define the improvement for a given configuration (con-
sisting of an initialization, program, and budget) as the ratio
of the arithmetic mean of the test losses in that configuration
to the arithmetic mean of the test losses of that program and
budget when initialized randomly. For each initialization
method, we report the geometric mean of the improvements
grouped by program, grouped by budget, and overall.

5.2. HYBERTNET Improvements To Data Efficiency

To assess whether HYBERTNETs improve data efficiency,
we use HYBERTNETs to initialize neural surrogates,
finetune on subsets of training data of various sizes, then
compare the results to those of other initialization methods.

5.2.1. METHODOLOGY

We now describe the configurations we sweep over and the
methodology we use to finetune surrogates.

Experiment Configurations. We sweep over a number
of configurations in this experiment, each consisting of a
program, a dataset size, and an initialization method (e.g.,
a HYBERTNET).

Each dataset size specifies the percentage of the training
data to train neural surrogates on. We sweep over the
following percentages: {0%, 0.1%, 1%, 10%, 100%}.

Given a configuration consisting of a program, dataset
size percentage c, and an initialization method, we select
a random subset Dy, of the training data Dy, of size
¢|Dirain|- We use an 80:20 split to divide Dy, into train and
validation sets Dgyp train and Dgyp va1- We sample 9 different

subsets of this size and use a different training seed for each
subset, yielding 9 trials total.

Finetuning. For each trial, we initialize a neural surrogate
according to the initialization method. We then train on
Daub train for 5,000 epochs using the Adam optimizer with
no weight decay and a learning rate of 0.012. The final test
loss we report for a trial is the test error at the epoch closest
to the epoch with the lowest validation error.> When the
dataset size is 0, we use the test loss at the final epoch.

5.2.2. RESULTS

Figures 3 and 4 show the results of finetuning for a
sample of 1,000 EXESTACK test programs and PARROT-
BENCHSHORT, respectively, using DTT to refer to dataset-
tailored initializations and HBN to refer to HYBERTNET
initializations. More data is available in Appendix D.

EXESTACK Test Programs. The improvement due to
HYBERTNETs on EXESTACK test programs is most
pronounced in the zero-shot regime, where the improvement
is 33.17x over random initialization. The zero-shot regime
is also the only regime where dataset-tailored initializations
show an improvement, achieving 2.71 X better test loss than
random initializations. The worst performance for both
HYBERTNETs and dataset-tailored initializations is in
the middle of the dataset sizes we evaluated, at a dataset
size of 0.1. Here, HYBERTNETs achieved only a 1.37x
improvement and dataset-tailored initializations achieved
only a 0.01 x improvement (i.e., a 100x degradation).

Over all sampled EXESTACK programs, HYBERTNETs
achieve a data efficiency of 5.5x over randomly initailized

2 The number of epochs and learning rate are in accordance
with Esmaeilzadeh et al. (2012).

3We only compute test error before training, after every 3
epochs of training, and after training.
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Program bTl  MAML HBN Dataset Size DTI  MAML HBN
£t (0 0.05x  0.86 2.89
© x * x 0% 145%  1.00x  1.53x
£t (1) 021x 1.10x  2.66x
. . 0.1% 0.16x 0.97x  1.17x
invk23 (0) 0.19% 0.98x  1.13x 107 09%x 103 3994
invk29 (1) 2.83x 0.99x  16.07x o ' ' '
10% 0.23x 1.13x 3.78%
kmeans 0.54x 1.04x 1.05x 100% 042%  0.86x 5.04x
sobel 0.70x 1.00x  1.89x 0 : : :
Statistic  DTI MAML HBN
GM 0.36 % 0.99%  2.56%
Oth 3.87-10~°x  0.10x  0.07x
25th 0.19x% 0.92x  1.01x
50th 0.73x 1.00x  1.65x
75th 1.69% 1.13x  4.52x
100th  21.19x 5.78x  787.50%
MPI 65th 55th 25th

Figure 4: Test-input loss improvement over random initialization on PARROTBENCHSHORT, grouped by dataset sizes
(left) and by programs (middle), as well as test-input loss improvements over all programs, dataset sizes, and train trials
(right). DTT refers to dataset-tailored initializations and HBN to HYBERTNET. The suffixes (0) and (1) denote the first and
second outputs of a program, respectively. The rightmost table reports overall geometric mean improvements, percentiles
from Oth to 100th, and the minimum percentile at which an initialization method improves over random initialization.

neural surrogates, while dataset-tailored neural surrogate
initializations achieve a data efficiency of 0.14 x, worsening
performance. For both initialization methods, the minimums
and maximums are extreme, with HYBERTNETs having a
minimum and maximum of 3.58 - 10~7 x and 8.56 - 106 x,
respectively, while dataset-tailored initializations have a
minimum and maximum of 1.53 - 1072 x and 1.80 - 103 x,
respectively. As low as the 25th percentile, HYBERTNETs
improve over random initialization by 1.05x.

PARROTBENCHSHORT  Programs. HYBERTNETs
improve data efficiency on each PARROTBENCHSHORT
program, with the smallest improvement on kmeans
(1.05x) and the largest improvement on the second
component of invk27j (16.07x). The reasons for the
disparity between these programs is unclear, with both
having a comparable length (kmeans being 122 tokens
and invk2j (1) being 84 tokens) and one transcendental
function (kmeans using sqrt and invk23j (1) using
acos). Dataset-tailored initializations only improve on
invk2j (1), with an improvement of 2.83x.

The improvement due to HYBERTNETs is most pro-
nounced at a dataset size of 100%, unlike the EXESTACK
results, with HYBERTNETs achieving a 5.04x improve-
ment. Dataset-tailored initializations, however, perform
best in the zero-shot regime, with a 1.45x improvement.

The worst performance for both initialization methods
is again in the middle, at a dataset size of 0.1%, with
HYBERTNETs achieving only a 1.1x improvement and
dataset-tailored initializations achieving only 0.16x.

Over all PARROTBENCHSHORT programs, HYBERTNETSs
achieve a data efficiency of 2.56 x over randomly initialized
neural surrogates, while dataset-tailored neural surrogate
initializations achieve a data efficiency of 0.36 x, worsening
performance. The minimum and maximum for HYBERT-
NET improvements (0.07x and 787.50x, respectively) only
span 4 orders of magnitude, unlike those for EXESTACK.
However, dataset-tailored initializations span 7 orders
of magnitude, with a minimum of 3.87 - 107°x and a
maximum of 21.19x. As low as the 25th percentile, Hy-
BERTNETSs improve over random initialization by 1.01 x.

Since  HYBERTNETs improve data efficiency over
random initialization on both EXESTACK and PARROT-
BENCHSHORT, we answer yes to RQ 1.

5.3. HYBERTNET Improvements To Training Time

To assess whether HYBERTNETSs improve training time,
we sweep over initialization methods and finetune initialized
surrogates until they reach a target test error. We first detail
the methodology of this experiment, then present results.
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Statistic DTI HBN

GM 0.64x  3.34x Statistic DTI HBN

Oth 0.04x  0.03x Program DTI  HBN "oy 057  1.52x

25th 0.68x 0.97x £t (0) 0.46x 3.45x

50th  0.86x  2.30 et (1) 1.02x  3.76x gg_llh g'ﬁ’i 8'&5&

75th 0.88x  8.46x invk23(0) 0.81x 1.12x soth 058% 1921

100th  15.08x  1.66-103x invk25 (1) 0.58x  1.03x t OOX LA X
75th 0.76x 1.64x

MPI 92nd 27th kmeans 0.24x 0.86x 100th 6.39%  9.88x

sobel 0.61x 0.96x : i
(a) Geometric mean and percentile MPI 92nd 37th

improvements to training time over
random initialization on a sample of
1,000 EXESTACK test programs. MPI
is the minimum percentile at which
an initialization method improves over
random initialization.

(b) Geometric mean training time improvements over random initialization on PAR-
ROTBENCHSHORT, grouped by programs (left), as well as training time improve-
ments over all programs and training trials (right). The table on the right includes
geometric mean improvement, percentiles from Oth to 100th, and the minimum
percentile at which an initialization method improves over random initialization.

Figure 5: Training time improvements on EXESTACK test programs (left) and PARROTBENCHSHORT programs (right).
DTI refers to dataset-tailored initializations and HBN refers to HYBERTNET initializations.

5.3.1. METHODOLOGY

We now describe how we set a target error to use as a
stopping condition and the configurations we sweep over.

Setting a Target Error. We set a target test error for each
program by training 3 randomly initialized surrogates for
5,000 epochs with learning rate 0.01. The average final test
error is the target test error for all initialization methods.

Experiment Configurations. We sweep over a number
of configurations in this experiment, each consisting of a
program and an initialization method.

Given a program and initialization method, we produce a
neural surrogate initialization. We then train the initialized
neural surrogate on the training input set until it reaches
the target test error. We repeat the process above 3 times
with different random seeds.*

5.3.2. RESULTS

The results are summarized in Table 5a and Figure 5b for
EXESTACK test and PARROTBENCHSHORT, respectively.
Additional data is available in Appendix E.

EXESTACK Test Programs. Over a sample of EX-
ESTACK test programs, HYBERTNETs produce neural
surrogates that train 3.34 x faster than randomly initialized
surrogates, whereas dataset-tailored initializations train
0.64x faster (i.e., 1.56x slower). HYBERTNETs see
improvements of 0.97x as low as the 25th percentile,
whereas dataset-tailored initializations see improvements

* For the dataset-tailored surrogate and HYBERTNET
initializations, this just changes the training data order.

of at most 0.88 up to the 75th percentile.

PARROTBENCHSHORT Programs. Over PARROT-
BENCHSHORT programs, HYBERTNETSs range between
improvements of 0.86x on kmeans to 3.76x on fft
(1), whereas dataset-tailored initializations range between
improvements of 0.24x on kmeans to 1.02x on £ft(1).
The worst HYBERTNET performance for data efficiency
was also kmeans, suggesting this benchmark is difficult
for HYBERTNETS to target.

Averaged over all PARROTBENCHSHORT programs,
HYBERTNETS achieve a 1.52X training time improvement
over random initialization, and dataset-tailored initializa-
tions achieve a 0.57x improvement. The worst trial over
all HYBERTNETs achieved a 0.65x improvement and the
best trial achieved a 9.88x improvement. The worst trial
over all dataset-tailored initializations achieved a 0.13x im-
provement and the best trial achieved a 6.39x improvement.

Since  HYBERTNETs improve training time over
random initialization on both EXESTACK and PARROT-
BENCHSHORT, we answer yes to RQ 2.

6. Related Work

There are bodies of work on both neural surrogates of
programs and meta-learning. Our work draws on both fields
and takes inspiration from compilers.

Hypernetworks. Hypernetworks were first proposed by
Ha et al. and achieve state-of-the-art results on sequence
modeling tasks (Ha et al., 2017). More recent work by
Jin et al. proposes a system, N3, that adapts Transformers
to function as hypernetworks that condition on text for



Learning to Compile Programs to Neural Networks

few-shot learning on image classification tasks (2020).

Model-Agnostic Meta-Learning. A notable approach
to few-shot learning that does not use hypernetworks
is model-agnostic meta-learning (MAML). MAML is a
framework for developing neural network initializations
that can be finetuned to new tasks with a small amount of
data and a small number of SGD steps (Finn et al., 2017).
Some authors have noted, however, that MAML couples the
task space complexity to the complexity of the individual
tasks (Zhmoginov et al., 2022), making the parameter space
a bottleneck as the task space grows. Our technique does
not suffer from this issue because the hypernetwork can be
larger than the generated neural surrogate.

7. Conclusion

In this paper, we presented the concept of a neural surrogate
compiler and demonstrated how a neural surrogate compiler
can be implemented with HYBERTNETs. We provided
a dataset, EXESTACK, that one can use to learn neural
surrogate compilers. We demonstrated the effectiveness
of HYBERTNETs on EXESTACK programs and PARROT-
BENCHSHORT, a suite of numerical benchmarks spanning
various application domains. Specifically, we showed
HYBERTNETs achieve a loss 2.56-5.51 x lower than ran-
domly initialized neural surrogates and train in 1.52-3.34 x
fewer epochs than randomly initialized neural surrogates.

The key insight of our work is a programming language
can condition the space of neural network initializations.
In the limit, a neural surrogate compiler could produce ini-
tializations requiring no training to achieve low error. More
broadly, neural surrogate compilers could be used to encode
programmatically specified behaviors in neural networks,
potentially accelerating training for more general tasks.

8. Impact Statement

This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none of which we feel must be
specifically highlighted here.
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#include <math.h>

float fftSin(float x) {
return sin(-2 » 3.1415 % Xx);

}

int main() {
return 0O;

}

Figure 6: Source code template used for checking
compilability, instantiated with the source of £ftSin.

A. Execution Harness Example

Figure 6 shows an example of the code we use to check
whether functions can be compiled. Figure 7 shows an
example of the execution harness we use to collect outputs
from functions.

B. Training Details

Architecture BERT-Tiny
Surrogate topology 124242
Hypernet/program batch size 32
Surrogate/input batch size 1024

Max program length (in tokens) 512

Tokenizer vocab size 30,522

Total number of programs in dataset 23,064
Number of tokens in dataset 1,035,021
Number of training programs 18,451
Number of testing programs 4,613

Number of train I/O pairs per program | 1024

Number of test I/O pairs per program | 1024

Number of epochs 1200

Learning rate 2e-5

GPU NVIDIA V100 16GB

Table 2: Experimental Setup

C. Parrot Benchmark Code

We present the code used for PARROTBENCHSHORT
in our evaluation (Section 5), which we adapted from
PARROTBENCH to be pointer-free. The code for the
benchmarks is shown in Figures 8, 9, 10, and 11.

D. Data Efficiency (Extended)

Figures 12 and 13 show the final test losses achieved by
each initialization method on each configuration, averaged
over trials.
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#include <stdlib.h>
#include <stdio.h>
#include <math.h>

float inputs[1024]1[1] = {
{0.10740153873327762},

i

float fftSin(float x) {
return sin(-2 » 3.1415 % x);

}

int main () {

for (int i = 0; i < 1024; i++) {
float arg0 = inputs[i][0];
float out = fftSin(arg0);

printf ("$f, ",
printf ("\n");

out) ;

}

return O;

Figure 7: Source code template used for checking ex-
ecutability and collecting outputs, instantiated with the
source of £ftSin.

E. Training Time Evaluation (Extended)

Here we collect additional information, for both EXESTACK
test programs and PARROTBENCHSHORT programs, about
the number of epochs (Tables 3 and 7), initial train losses
(Tables 4 and 8), and initial test losses (Tables 5 and 9) for
each initialization method, as well as the baseline train and
test losses for each program (Tables 6 and 10).

F. MAML Implementation

In our implementation of MAML, we maintain two copies
of EXESTACK training data. In each epoch, we randomly
sample a batch without replacement from one copy and
another batch from the other copy. We use one batch to
collect the .. We use the other batch to evaluate collect
losses with respect to each 6, which we then use to update 6.

We use a = 0.01 and 8 = 0.01.
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float fftSin_OutputO (float x) {
return sin(-2 » 3.1415 * Xx);

float fftSin_Outputl (float x) {
return cos (-2 * 3.1415 * x);

}

Figure 8: Code for the £ £t benchmark in PARROTBENCHSHORT.

float invk2j_OutputO (float x, float y) {

float 11 = 0.5 ;

float 12 = 0. ;

float theta2 (float) acos (
((x » x) + (y » y) — (11 » 11) - (12 = 12)) /
(2 = 11 = 12)) ;

return (float)asin/(
(y » (11 + 12 * cos(theta2)) - x * 12 % sin(theta2)) /
(x * x +y xvy)) ;

ul

float invk2j_Outputl (float x, float y) {
float 11 = 0.5 ;
float 12 = 0.5 ;
return (float)acos(
((x » x) + (y » vy) — (11 » 11) - (12 = 12)) /
(2 = 11 = 12)) ;
}

Figure 9: Code for the invk2 j benchmark in PARROTBENCHSHORT.

float euclideanDistance (
float p_0, float p_1, float p_2,
float c1_0, float cl_1, float cl_2) {

float r;

r = 0;

r += (p_0 - ¢c1_0) * (p_0 - cl1_0);
r += (p_1 - cl1_1) = (p_1 - cl_1);
r += (p_2 - cl_2) » (p_2 - cl_2);

return sqrt(r);

}

Figure 10: Code for the kmeans benchmark in PARROTBENCHSHORT.
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float sobel (

float
float
float

float
SX +=
SX +=
SX +=
SX +=
SX +=
SX +=
SX +=

float
if (s
S:

= wll

w00, float wO0l, float w02,
wl0, float wll, float wl2,
w20, float w21, float w22)
sx = 0.0;
w00 » —1;
wl0 *« O;
w20 *« 1;
w0l ~ —2;
wll * O;
w2l *« 2;
w02 * —1;
wl2 * 0;
w22 * 1;
sy = 0.0;
w00 = —1;
wl0 » —-2;
w20 « —1;
w0l * O;
* 0;
w2l *« 0;
w02 * 1;
wl2 * 2;
w22 * 1;
s = sgrt(sx * sx + sy * sy) ;
>= (256 / sqgrt (256 * 256 + 256 x 256)))

255 / sqgrt (256 % 256 + 256 *x 256);

return s ;

}

Figure 11: Code for the sobel benchmark in PARROTBENCHSHORT.
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Dataset Size 0%

Program Random DTI1 DTI2 DTI3 HBN1 HBN 2 HBN 3
3858 0.30 012 015 017 0.02 0.37 0.24
379 1.03 040 035 032 063 0.93 0.68
4141 0.37 012 015 017 037 0.23 0.16
619 0.32 006 007 007 046 0.04 0.23
4570 0.21 0.09 0.13 0.14 1.20x 107* 111 x107* 6.22x 1076
Dataset Size 0.1%
Program Random DTI1 DTI2 DTI3 HBNI1 HBN 2 HBN 3
3858 0.26 009 005 007 1.69x103% 0.22 0.10
379 0.06 040 076 024 042 0.96 0.54
4141 0.22 009 006 007 048 0.32 0.22
619 0.07 008 009 009 058 0.05 0.10
4570 1.19x10™* 0.05 006 005 961 x1077 1.52x10"®> 393 x10°6
Dataset Size 1%
Program Random DTI 1 DTI 2 DTI 3 HBN 1 HBN 2 HBN 3
3858 7.20 x 1075 0.08 0.01 0.01 1.54 x 107> 4.71x10~* 2.30x 1073
379 5.42 x 107 1.01 0.03 0.01 247x107%  3.14x107* 1.73x107%
4141 1.09 x 10~*  0.01 0.01 3.75x 1073 337 x107* 438x1075 5.73x10°*
619 2.58 x 1073 0.07 0.03 0.03 0.01 255 x 107*  4.61 x 10~*
4570 272x1078 522x107% 510x107% 146x107% 437x1071° 1.78 x1072 1.05x 10710
Dataset Size 10%
Program Random DTI 1 DTI 2 DTI 3 HBN 1 HBN 2 HBN 3
3858 260x 1076 995 x 1076 3.13x107° 4.31x107° 6.68x 1078 4.45x 1076 4.17x10°6
379 534x 1076 501 x107% 441x1073 599x107¢ 7.82x1076 346x10"% 6.00x 1076
4141 253x1076 784 x107% 3.07x1075 418x107° 1.92x107% 6.25x1077 1.81x 1076
619 0.01 0.02 0.03 0.02 0.03 1.04 x 1076 1.30 x 1076
4570 319x 1072 9.80x 1077 924 x 1077 291 x1077 4.76x 107 6.06 x 1072 1.33 x 10711
Dataset Size 100%
Program Random DTI 1 DTI 2 DTI 3 HBN 1 HBN 2 HBN 3
3858 218 x 1076 458 x107% 2.05x1075 4.00x 107> 4.11x10"8% 355x10"% 3.56 x 1076
379 5.32x 1076 859 x 1077 4.56x 1076 480x107% 7.00x1076 276x10% 538x 1076
4141 210 x 1076 4.62x 1075 2.04x 1075 3.99x107° 1.63x107% 546x10~7 1.46 x 10~6
619 3.73x107% 0.01 0.03 0.03 0.03 7.74x 1077  1.03 x 10~
4570 1.98 x 1072 7.40x 1077 1.26x 1079 249x 1077 5.18x 107 530x 10710 422 x 107!

Figure 12: Average final test loss for each initialization method, program, and dataset size on a sample of 5 EXESTACK
test programs, from the 1,000 we evaluated on.
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Dataset Size 0%
Program Random DTI1 DTI2 DTI3 HBN1 HBN2 HBN3
££t (0) 0.52 0.91 1.00  1.03  1.66 0.46 0.44
££t (1) 0.70 0.66 070 071  0.63 0.38 0.57
invk27j (0) 147 173 180 1.82 194 1.58 1.93
invk2j (1) 6.24 460 447 442 444 3.87 3.56
kmeans 0.76 0.19 020 020 023 0.27 0.24
sobel 0.74 0.19 019 0.19 0.29 0.22 0.21
Dataset Size 0.1%
Program Random DTI 1 DTI 2 DTI 3 HBN 1 HBN 2 HBN 3
£t (0) 839x107° 1.15x1072 0.06 0.02 1.55 x 107* 940 x 1075 6.24 x 106
£t (1) 230 x 1074 1.20 x 1072 0.53 230x107° 1.79x107* 1.69x10~* 6.09 x 10~°
invk23(0) 0.31 0.45 1.56 0.71 0.45 0.40 0.82
invk23 (1) 0.07 0.13 0.05 0.09 0.02 0.03 0.10
kmeans 820 x 1077 1.70x107° 359x1076 7.77x107% 145x107% 488x107 1.08x107°
sobel 3.75x 107% 1.81x 1072 235x107% 4.20x107% 7.59x107° 4.57x10~* 3.00 x 10~*
Dataset Size 1%
Program Random DTI 1 DTI2 DTI 3 HBN 1 HBN 2 HBN 3
£t (0) 3.80 x 107° 9.09 x 107° 0.06 201 x107* 1.56x107° 829x107% 5.83x 1077
£t (1) 1.17x 107* 9.25 x 1074 0.49 1.16 x 107 1.02x107* 1.25x107* 1.67x107°
invk27j (0) 0.07 0.05 1.29 0.07 0.03 0.05 0.02
invk23 (1) 0.02 3.29 x 1073 0.01 0.01 1.20 x 1073 1.05 x 1073 7.49 x 1074
kmeans 6.36 x 1077 229x107° 275 x107% 3.83x107% 1.13x107% 4.83x10~7 8.51 x 107
sobel 1.07x107™* 1.68x107*% 9.82x107° 6.07x107®> 1.10x107° 1.28x10"* 233 x107°
Dataset Size 10%
Program Random DTI 1 DTI 2 DTI 3 HBN 1 HBN 2 HBN 3
££t (0) 9.38 x 1076 5.46 x 10~% 0.06 1.27x107° 3.74x107% 1.08x107% 1.85x 107
£t (1) 1.89 x 107 2.59 x 10~° 0.49 508 x107% 1.64x107° 8.09x107® 5.50x 1077
invk27j (0) 0.01 0.02 1.28 0.04 0.01 0.01 0.01
invk27j (1) 0.02 2.92 x 1073 0.01 0.01 854 x107* 7.75x10™* 5.59 x 10~*
kmeans 3.79%x 1077 1.86x107% 490x 1077 647 x1077 6.58x107% 3.85x1077 224 x 1077
sobel 1.78 x 107  1.07x10™* 3.02x107° 1.97x107° 826x107% 1.22x107° 1.34x107°
Dataset Size 100%
Program Random DTI 1 DTI 2 DTI 3 HBN 1 HBN 2 HBN 3
£ft (0) 726 x 1077 552x1077 3.61x1073 1.60x107% 6.60x1076 218 x 107 6.95x 1078
£t (1) 816x 1076 1.02x107° 1.81x107° 1.20x107% 187x107% 1.29x107% 1.11x10~"
invk2j (0) 3.23x107* 1.62x1073 0.10 0.01 2.00x 107% 213 x107* 2.04 x107*
invk23 (1) 0.02 1.04 x 1073 0.01 252 x 1073 4.87x107° 591 x107°> 2.81 x107°
kmeans 9.14x 1077 1.05x107% 1.09x1077 4.75x1077 284x107% 3.07x1077 4.64x1077
sobel 1.27x107% 1.71x107° 1.13x107° 449x107% 1.18 x107% 1.87x107% 1.62x 1076

Figure 13: Average final test loss for each initialization method, program, and dataset size on PARROTBENCHSHORT.
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Program Random DTI1 DTI2 DTI3 HBN1 HBN2 HBN3
3858 4247.0  4998.0 4998.0 4998.0 1314.0 4998.0 4998.0

379 4466.0 3897.0 4998.0 4998.0 4998.0 4998.0 4998.0
4141 4300.0 4998.0 4998.0 4998.0 3654.0 2430.0 4350.0
619 4330.0 4998.0 4998.0 4998.0 4998.0 1742.0 3864.0

4570 3249.0 4998.0 4998.0 4998.0 132.0  4998.0 285.0
1708 2362.0 4998.0 4998.0 4998.0 4998.0 4998.0 4998.0
252 4405.0 4998.0 4998.0 4998.0 2117.0 6150  450.0
4046 4372.0 4998.0 4998.0 4998.0 240.0 447.0 1272.0
4222 4372.0 4998.0 4998.0 4998.0 1281.0 2469.0 1191.0
2384 4001.0 4998.0 4998.0 4998.0 801.0 381.0 96.0

Table 3: Number of epochs required for each initialization method to achieve the baseline test error on each of a sample
of 10 EXESTACK test programs, from the 1,000 we evaluated on.

Program Random DTI1 DTI2 DTI3 HBN1 HBN 2 HBN 3
3858 0.4 0.1 0.2 0.2 1.9x1072 04 0.2

379 0.9 0.4 0.4 0.3 0.6 0.9 0.7

4141 0.4 0.1 0.2 0.2 0.4 0.2 0.2

619 0.3 0.1 0.1 0.1 0.5 3.8x1072 02

4570 0.2 0.1 0.1 0.1 1.2x107* 1.1x107%* 59x10°6
1708 0.2 0.1 0.1 0.1 0.1 0.3 0.1

252 25.0 220 215 213 39 4.7 0.8

4046 0.4 0.1 0.2 0.2 96x1073 36x1073 1.2x1072
4222 0.4 0.1 0.2 0.2 43x1072 0.1 1.7 x 1072
2384 0.9 0.3 0.2 0.2 28%x1072 34x1072 1.2x1073

Table 4: Initial train losses for neural surrogates produced by each initialization method on a sample of 10 EXESTACK
test programs, from the 1,000 we evaluated on.

Program Random DTI1 DTI2 DTI3 HBN1 HBN 2 HBN 3
3858 0.4 0.1 0.2 0.2 20x1072 04 0.2

379 0.9 0.4 0.3 0.3 0.6 0.9 0.7

4141 0.4 0.1 0.2 0.2 0.4 0.2 0.2

619 0.3 0.1 0.1 0.1 0.5 3.7x1072 02

4570 0.2 0.1 0.1 0.1 12x107% 1.1x107* 6.2x10°¢
1708 0.2 0.1 0.1 0.1 0.1 0.3 0.1

252 25.1 221 215 213 39 4.7 0.8

4046 0.4 0.1 0.2 0.2 94x107% 38x1073 1.2x 1072
4222 0.4 0.1 0.2 0.2 42x1072 0.1 1.6 x 1072
2384 0.9 0.3 0.2 0.2 27x1072 33x1072 12x1073

Table 5: Initial test losses for neural surrogates produced by each initialization method on a sample of 10 EXESTACK test
programs, from the 1,000 we evaluated on.

16



Learning to Compile Programs to Neural Networks

Program  Final Baseline Train Loss Final Baseline Test Loss
3858 3.7x1070+4.1x1077  3.7x107%x43x 1077
379 1.9x 1076 +4.1 x 1077 2.0 x107%+4.1 x 1077
4141 35x1079+3.7x1077  3.6x107°+£3.7x1077
619 32x1076£5.2x 1077 3.5x107%£6.3 x 1077

4570 52x10710+£1.3%x1071°% 52x10710+1.3x 10710
1708 88x10719+43x10712 88x10710+1.7x 10712

252 7.6 x1075+£2.7%x107° 74x107°+2.8 x 1075
4046 35x1076+5.1x 107 3.5x107%+£5.4x 1077
4222 35x1076+£5.1x 1077 35x1076+54x%x 1077

2384 4.7x1075+5.4 x 1077 4.8 x1076+6.3 x 1077

Table 6: Final baseline train and test losses for a sample of 10 EXESTACK test programs, from the 1,000 we evaluated on.

Program Random DTI1 DTI2 DTI3 HBN1 HBN2 HBN3

invk23(0) 4066.0 4998.0 4998.0 4998.0 3083.0 42360 3698.0
invk23j (1) 29140 4998.0 4998.0 4998.0 3132.0 4087.0 1768.0

kmeans 117.0 898.0  268.0 460.0 138.0 101.0 181.0
fft (1) 2026.0  4998.0 4998.0 317.0 572.0 1259.0 217.0
sobel 3067.0  4998.0 4998.0 4998.0 3119.0 43240 2436.0
£t (0) 751.0 658.0 4998.0 1320.0 5550 2440 76.0

Table 7: Number of epochs required for neural surrogates produced by each initialization method to achieve the baseline
test error on each PARROTBENCHSHORT program.

Program Random DTI1 DTI2 DTI3 HBN1 HBN2 HBNS3
invk23(0) 1.5 1.7 1.8 1.8 1.9 1.6 1.9
invk2j (1) 6.2 4.6 4.4 4.4 4.4 3.8 35
kmeans 0.7 0.2 0.2 0.2 0.3 0.3 0.3
fft (1) 0.7 0.7 0.7 0.7 0.6 0.4 0.6
sobel 0.7 0.2 0.2 0.2 0.3 0.2 0.2
£fft (0) 0.5 0.9 1.0 1.0 1.6 0.5 0.4

Table 8: Initial train losses for neural surrogates produced by each initialization method on PARROTBENCHSHORT programs.

Program Random DTI1 DTI2 DTI3 HBN1 HBN2 HBN3
invk23(0) 14 1.7 1.8 1.8 1.9 1.6 1.9
invk2j (1) 6.2 4.6 4.5 4.4 4.4 3.9 3.6
kmeans 0.8 0.2 0.2 0.2 0.2 0.3 0.2
fft (1) 0.7 0.7 0.7 0.7 0.6 0.4 0.6
sobel 0.7 0.2 0.2 0.2 0.3 0.2 0.2
££t (0) 0.5 0.9 1.0 1.0 1.7 0.5 0.4

Table 9: Initial test losses for neural surrogates produced by each initialization method on PARROTBENCHSHORT programs.
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Program

Final Baseline Train Loss

Final Baseline Test Loss

invk27j (0)
invk27j (1)
kmeans
fft (1)
sobel
fft (0)

1.2x 1074 +2.9 x 107°
9.1x107°+2.7x107°
21x107%+84x 1077
1.0x107°+7.9x 1077
42x107%+4.7x 1077
5.6 x1076+£22x 1076

21x107%+54x107°
71x1075+22x107°
47%x1077+2.7x 1078
71%x1076+1.9x 1078
2.7x107%+£2.8x 1078
23x1076+£3.4x 1077
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Table 10: Final baseline train and test losses for PARROTBENCHSHORT programs.
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